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Motivation

Spatial (e.g., objects, scenes) and temporal (e.g., actions) 
cues might need different processing mechanisms.



Motivation

"Neural mechanisms of form and motion processing in the primate visual system", 
Essen et al., Neuron, 1994

Magno Cells Parvo Cells

• Processes information 
about color. 

• Slow conduction rate. 
• Majority of total cells 

(~80%)

• Processes information 
about motion & depth. 

• Fast conduction rate. 
• Minority of total cells 

(~20%)



Two Stream CNNs

• The first stream operates on a single RGB video frame. 
• The second stream operates on optical flow computed 

between two adjacent video frames.

"Two-Stream Convolutional Networks for Action Recognition in Videos,” 
Simonyan et al., NeurIPS 2014



SlowFast Networks
• A two-pathway video recognition model where the 

slow pathway captures semantic spatial information. 

• The fast pathway is a lot more lightweight than the 
slow pathway and it captures rapidly changing motion. 

• Lateral connections fuse the two pathways.



SlowFast Networks



Lateral Connections

• Time-to-channel: Feature tensor of shape (aT x S^2 
x bC) is reshaped into (T, S^2, abC), i.e., all a frames 
are packed into the channel dimension. 

• Time-strided sampling: Only one frame out of every 
a frames is sampled. 

• Time-strided convolution: 3D convolution with stride 
a is applied.

Feature tensor from the fast pathway
Feature tensor from the slow pathway

T x S^2 x C
aT x S^2 x bC



Results on Kinetics

Fusing Slow and Fast pathways with lateral connections is 
better than the Slow and Fast only baselines.



Results on Kinetics

Varying values of β, the channel capacity ratio of the Fast 
pathway to make SlowFast lightweight.



Results on Kinetics

The proposed training recipe achieves comparable 
results without ImageNet pre-training.



Results on Kinetics

Comparison to the state-of-the-art



Results on Kinetics

Accuracy vs. complexity tradeoff.



Results on AVA

Comparison to the state-of-the-art



Summary

• A framework that achieves great results on a variety of 
action recognition datasets. 

• Very effective optimization protocol for training video 
models from scratch. 

• A nice extension to spatiotemporal localization task.


