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Motivation

Effective video representation learning improves downstream tasks
● e.g. action detection

Challenges for video understanding
● temporal redundancy and correlation
● higher computational consumption for video

Challenges for training video transformer
● need extra large-scale image/video data
● heavily depend on pre-trained models (e.g. ImageNet-1K)

How to efficiently train a vanilla ViT on the video dataset itself
without using any pre-trained model or extra data?



Inspiration: ImageMAE

● Mask random patches of the 
input image and reconstruct 
the missing pixels

● An asymmetric encoder-
decoder architecture 



VideoMAE

Self-supervised pre-training with masked autoencoder
‣ a simple but effective masking and reconstruction proxy task
‣ an efficient pre-training process with only unmasked tokens into the encoder.



VideoMAE

A new masking strategy:
‣ tube masking with an extremely high ratio (90%-95%)
‣ making video reconstruction a more challenging self-supervision task



New Masking Strategy

Temporal redundancy: the semantics vary slowly in the temporal dimension
● less efficient to keep the original temporal frame rate 
● greatly dilutes motion representations, making the task of 

reconstructing missing pixels not difficult
● Solution: high mask ratio (90%-95%)

Temporal correlation: inherent correspondence between adjacent frames
● we can reconstruct the masked patches by finding the spatiotemporal 

corresponding unmasked patches in the adjacent frames
● Solution: tube mask (the masking map is the same for all frames)



VideoMAE Architecture

● Uses the Vit-Base for example
● Tested with Vit-Large and Vit-Huge

Details of Vision Transformer model variants

Output sizes are denoted by {C⨉T⨉S} 



VideoMAE Architecture

● Uses the vanilla ViT backbone

● High proportion of masking ratio

● Joint space-time attention



Experiments

Evaluated on five video datasets: 

● Kinetics-400 (240k training videos)
● Something-Something V2 (169k training videos)
● UCF101 (9.5k training videos) 

○ Action recognition data set of realistic action videos, collected from YouTube, having 101 
action categories

● HMDB51 (3.5k training videos)
○ Human motion recognition dataset with 51 action categories

● AVA
○ A dataset for spatiotemporal localization of human actions (Transfer learning for 

downstream action detection tasks)



Ablation Study

Pre-training strategy

Decoder Depth Choice Mask sampling

Pre-training dataset



Results and Analysis

● Data-efficient learner 
● VideoMAE still obtain a satisfying accuracy on small dataset like HMDB51

Performance on video datasets of different scales



Results and Analysis

Effectiveness of high masking ratio

Top-1 Accuracy on SSV2 Top-1 Accuracy on Kinetics-400



Results and Analysis

Transfer learning

Comparisons with the feature transferability on smaller datasets



Visual Results



Results and Analysis
Comparison with the state-of-the-art methods on Kinetics-400



Results and Analysis
Comparison with the state-of-the-art methods on Something-Something V2
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