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Language Grounding in Videos



Previous Datasets and Their Limitations

TACoS
ICCV 2013

Limitations:

● Few videos (127)

● Static camera setup

● Domain specific (cooking only)

DiDeMo
ICCV 2017

Limitations:

● Coarse annotations in chunks of 5 seconds

● Only first 30 seconds of videos are annotated

● Constrains the grounding task to a simple 
classification among 21 possible video 
proposals.



Previous Datasets and Their Limitations

Charades-STA
ICCV 2017

ActivityNet-Captions
ICCV 2017

Limitations:
● Strong priors

● Strong biases

● SOTA methods don’t use the visual information and only rely on the biases

● They drove the task development steering the research toward technical solution that made 
successful use of the inherent biases



Dataset Creation

Training Set

● Automatically collecting a large set of 
annotations from professional, grounded 
audio descriptions of movies for visually 
impaired audiences.

● These descriptions embody a rich narrative 
describing the most relevant visual 
information and adopt a highly descriptive and 
diverse language.

Val / Test Set

● Reformat a subset of the LSMDC data, adapt 
it for the video grounding task.

● More than 104K grounded phrases coming 
from more than 160 movies.



Movie Audio Description (MAD) Dataset



Dataset Analysis - Scale and Vocabulary size



Dataset Analysis - Bias Analysis



Experiments

● Goal: Given an untrimmed video and a language query, localize a temporal 
moment (τs, τe) in the video that matches the query

● Metric:
○ IoU - Measures overlap between prediction and ground truth

○ Recall@K for IoU = Θ → Measures if any of the top K ranked moments have an IoU larger 
than Θ with the ground truth temporal endpoints.

○ K ∈ {1, 5, 10, 50, 100}

○ Θ ∈ {0.1, 0.3, 0.5}



Experiments - Baseline performance



Experiments - In long-form setup

→ Current state-of-the-art grounding methods are not ready to tackle the long-form setting 
proposed by MAD



Ablation Studies



Conclusion

● Introduce a new video grounding benchmark, MAD
○ Over 384,000 natural language sentences in > 1,200 hours of video content

○ 650 movies spanning 20 genres and 90 years of cinema history

○ Address hidden biases in most common video-language grounding datasets

○ Introduce a new problem → Long-form grounding


