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Motivation
• The ultimate goal of my research is to build computer vision models for 

understanding human behavior.



• To develop a personalized AI assistant, we need systems that can reason about 
(1) multiple modalities (2) over long temporal extent.

Motivation

i) Multimodal Perception ii) Long-range Video Understanding



• Instead, most modern video models operate on manually trimmed videos that 
span only a few seconds.

Cartwheeling Braiding Hair

Motivation
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• Imagine that you are preparing a complex meal (e.g., Beef Wellington).
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Step 1: Searing the fillet mignon.



• Imagine that you are preparing a complex meal (e.g., Beef Wellington).

Motivation

Step 2: Frying the mushrooms until they are dried.



• Imagine that you are preparing a complex meal (e.g., Beef Wellington).

Motivation

Umm, what is the next step?

Step 1 Step 2



• Imagine that you are preparing a complex meal (e.g., Beef Wellington).

Motivation

Step 1 Step 2

I see you have done:

Step 1: Searing the fillet mignon to brown.

Step 2: Frying the mushrooms until they are dried.


You are preparing Beef Wellington! The next step is:

Step 3: Shingle the prosciutto on the plastic wrap 
and spread the mushrooms over the prosciutto.




• Manually annotating individual steps in a long procedural video is costly and not 
scalable.

Motivation



• Learning a video representation from the automatically transcribed speech 
narrations in instructional videos.

Prior Work

[2] Miech et al. “End-to-End Learning of Visual Representations from Uncurated Instructional Videos,” CVPR 2020
[1] Miech et al. “HowTo100M: Learning a Text-Video Embedding by Watching Hundred Million Narrated Video Clips,” ICCV 2019



• Automatically transcribed speech narrations can be very noisy.

Noise in ASR



• WikiHow is a crowdsourced multimedia repository containing over 230,000 
“how-to” articles.

WikiHow Knowledge Base

…



• To address this issue, we leverage the distant supervision of a textual WikiHow 
knowledge base.

Distant Supervision
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• To assign a pseudo step-description label to each video segment, we use a 
textual similarity measure.

Matching ASR to Step Descriptions



• To assign a pseudo step-description label to each video segment, we use a 
textual similarity measure.

Matching ASR to Step Descriptions

Language-based description 
of step s for task t.

A video segment l from an 
instructional video x.



• To assign a pseudo step-description label to each video segment, we use a 
textual similarity measure.

Matching ASR to Step Descriptions

ASR associated with 
a video segment l.

Language-based description 
of step s for task t.

Normalized dot 
product similarity.



• To assign a pseudo step-description label to each video segment, we use a 
textual similarity measure.

Matching ASR to Step Descriptions

Normalization over similarities w.r.t. 
all step descriptions for all tasks.



We minimize the KL-Divergence between the predicted distribution and target 
distributions.

Learning Step Embeddings



• Pretraining is done on HowTo100M.


• Evaluation is done on COIN, Breakfast and EPIC-Kitchens.

Experimental Results

a) HowTo100M

c) Breakfastb) COIN d) EPIC-Kitchens



• Comparing different forms of supervision on COIN procedural activity 
classification task.
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• Comparing different forms of supervision on COIN procedural activity 
classification task.

Experimental Results



• Comparison to the state-of-the-art on 4 downstream recognition tasks.

Experimental Results

a) Step classification on COIN b) Task classification on Breakfast

c) Step forecasting on COIN d) Egocentric video classification on EPIC-Kitchens



Take-Home Message

• Distant supervision from an external textual knowledge base enables 
learning a strong visual representation for procedural activity recognition.
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Problem Overview

• Given a textual query describing a several minute-long video, we aim to retrieve 
the correct video.



Prior Work
• Most prior text-to-video retrieval approaches focus on short-range videos 

(~5-15s in length).



Prior Work

• CLIP is one of the most widely adopted vision-and-language models.

Radford et al. “Learning Transferable Visual Models From Natural Language Supervision,” ICML 2021



Motivation

Expensive

• Long videos are costly to process and they also have high informational redundancy.



Motivation

and redundant

Expensive

• Long videos are costly to process and they also have high informational redundancy.



Motivation

Audio is compact and cheap to process.



Motivation

• Audio effectively captures temporal dynamics in videos.



Our Approach

• Our proposed ECLIPSE model (Efficient CLIP with Sound Encoding) adapts 
CLIP to audiovisual retrieval of long videos.

time t+1



Architecture
• We adapt CLIP to long-range text-to-video retrieval by adding an efficient 

audiovisual attention block into the Transformer architecture.
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Architecture
• We adapt CLIP to long-range text-to-video retrieval by adding an efficient 

audiovisual attention block into the Transformer architecture.

time t+1



• Our method outperforms CLIP4Clip while using 3x fewer frames.

time t+1

Results on ActivityNet
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Results on Other Datasets

• Our method outperforms other methods while also being more efficient.

time t+1



Results on Other Datasets

time t+1

• Our method outperforms other methods while also being more efficient.



Sound Localization

Our method learns to localize sounds even though it was not explicitly 
trained to do so.



Take-Home Message

• Audio can be used to replace redundant and costly to process video parts 
for efficient long-range video retrieval.
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• Applying Transformers to long video sequences is costly.

Motivation

14*14*60 = 11760 tokens



Motivation

14*14*60 = 11760 tokens

1.38 Million pair-wise comparison for self-attention operation

• Applying Transformers to long video sequences is costly.



Efficient Attention for Video

• Efficient attention schemes typically lead to a substantial drop in accuracy.

Patrick et al. “Keeping Your Eye on the Ball: Trajectory Attention in Video Transformers,” NeurIPS 2021



Structured State-Space Model

Gu et al. “Efficiently Modeling Long Sequences with Structured State Spaces ,” ICLR 2022

• Structured state-space models can model long-range dependences.

Recurrent Computation



Long Range Arena

• Structured State-space (S4) model outperforms all prior methods on 
every task from the Long Range Arena benchmark.



Theoretical Runtime

• Compared to self-attention, structured state-space operation is much 
more efficient.



The ViS4mer Model

Long-Range Temporal S4 Decoder



The ViS4mer Model

Long-Range Temporal S4 Decoder

Long-range dependencies can 
be modeled using a convolution



Computational Efficiency

• ViS4mer requires significantly less GPU memory than the Transformer-
based models.



Results on COIN and Breakfast

• ViS4mer achieves competitive results on long-range procedural activity 
classification datasets.

a) Breakfast

b) COIN



Comparison with Efficient Attention Schemes

• ViS4mer outperforms other efficient attention schemes on 8 out of 9 movie 
understanding tasks from the Long Video Understanding (LVU) benchmark.



Take-Home Message

• Combining the strengths of self-attention and structured state-space allows 
us to build a memory-efficient long-range video classification model.



Questions?


