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Motivation 

Goal: 

For machines to aggregate 3D information over videos and perceive the 3D 
human pose and locations like human brains do

Why TV shows?

● repetitive environment throughout the shows
● repetitive characters



Related Works

TV Show Modeling

● 2D, without camera calibration

Scene Reconstruction

● most NeRF-based methods are limited when handling changes in 
appearances and transient objects

● NeRF-W can handle the problems

3D Human-Scene Interaction

● need environment reconstructed as a priori
● focus on visible human-object interactions



Overview



Camera Registration

● DISK (DIScrete 
Keywords) to find 
correspondences

Frames sampled 
at shot boundaries

INPUT OUTPUT

Estimates of camera intrinsics K
t
 ∈ 

R3×3 and extrinsics R
 t 

CW ∈ R3×3, T
 t 

CW 
∈ R3, where CW denotes camera to 
world transformation.

● Mask R-CNN to 
detect human 
masks 

● COLMAP to match remaining 
features, estimate sparse 3D 
reconstruction, and register 
cameras



Dense Structure
• Traditional method: assume static scenes

• NeRF-W network for dense structure estimation



• Training Data: Select the image with least percent of 
Mask R-CNN human pixels in each cluster based on 
camera location and viewing direction

Dense Structure



Calibrated Multi-Shot Human Reconstruction

• Effective multi-view 
information requires 
knowledge of the identity of 
the actors across the shot 
changes

• Prior: a pre-trained 
recognition-based re-ID model

• Our calibrated multi-shot 
optimization: solve jointly 3D 
human pose, shape, location, 
and camera information



SMPLify Fitting

• Minimize 

• Solve the association by Hungarian matching



Contextual Monocular Human Reconstruction
(COLMAP) (NeRF-W)(SMPLify)



SMPLify Optimization

• we formulate an objective to discourage the human body vertices V 
from occupying areas with high density values: 

where ˜σ samples values from the 
density field σ using trilinear 
interpolation, while ρ is the 
Geman-McClure robust error 
function

E
J
 with respect to shape parameters βˆ , pose 

parameters θ, camera intrinsics Kˆ, 2D keypoints J
est



Applications

• Re-identification

• Gaze information

• Cinematography applications



Experiments

Training Set:

7 shows, 1 season per show, each environment has 1k-5k frames from shot change

Test Set:

50 person identities selected from each show on shot changes

Experiments: 

calibrated multi-shot human reconstruction, monocular contextual human 
reconstruction, re-identification, gaze estimation, cinematography/image editing 
applications



1. Calibrated multi-shot human reconstruction



1. Calibrated multi-shot human reconstruction



2. Monocular contextual human reconstruction

PCK = percentage of correct keypoints (between shots)



2. Monocular contextual human reconstruction



3. Re-identification

Appearance: image-based networks for affinity estimation

Geometry: human keypoint triangulation based, uses recovered camera info

Anthropometric: uses human body shape as a priori



4. Gaze estimation



5. Cinematography/Image editing applications

Close-ups provide small field of view while 
full-shots provide large field of view

=> Justifies using data across whole 
season                                                     



5. Cinematography/Image editing applications



5. Cinematography/Image editing applications


