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Pix2Seq: What is it?
● Treats object detection like a language task based on pixel inputs. 
● “Based mainly on the intuition that if a neural network knows about where and what 

the objects are, we just need to teach it how to read them out.”
● Takes an image and generates a series of tokens for the objects in the image. 

○ Think image captioning



Pix2Seq: How does it work?

● Image augmentation: 
a. we use image augmentations to enrich a fixed set of training examples (e.g., with random 

scaling and crops).



Pix2Seq: How does it work?

● Sequence construction & augmentation: 
a. As object annotations for an image are usually represented as a set of bounding boxes and 

class labels, we convert them into a sequence of discrete tokens



How we represent an object

An object is represented as a sequence of five discrete tokens, 

i.e. [ymin; xmin; ymax; xmax; c], 

where each of the continuous corner coordinates is uniformly discretized into an integer between [1; 
nbins], and c is the class index.



Quantization scheme
Shared vocabulary for all tokens, so

vocab_size = n_bins + n_classes

For example, a 600x600 image requires only 600 bins to achieve zero 
quantization error.



Serializing of objects in image

● Done randomly, since order of objects does not matter for the detection task.
● Different images, will have different number of object, so the length of the 

generated sequences will have different lengths, so we introduce an EOS 
(end-of-sequence) token.



Altered Sequence Construction
We first create synthetic noise objects to augment input sequences in the following 
two ways: 

1)  adding noise to existing ground-truth objects (e.g., random scaling or shifting 
their bounding boxes), and

2) generating completely random boxes (with randomly associated class labels).



Ablation on Sequence Construction

a) Quantization: This plot shows why the researchers chose 500 bins for 640 pixel 
images: 

○ Plateau in performance with subsequent increases

b) Serialization: This graph shows average precision across different serialization 
techniques

c) Serialization: This graph shows top-100 average recall across different 
serialization techniques



Sequence Augmentation
We augment input sequences during training to include both real and synthetic 
noise tokens.

We also modify target sequences so that the model can learn to identify the noise 
tokens rather than mimic them.



Ablation on Sequence Augmentation
Recall is significantly worse without Sequence Augmentation, AP slightly improved 
with its inclusion

● SeqAug mainly effective during fine-tuning



Pix2Seq: How does it work?

● Architecture: 
○ We use an encoder-decoder model, where the encoder perceives pixel inputs, and the 

decoder generates the target sequence (one token at a time).



Encoder and Decoder

Encoder: 

- General image encoder that 
perceives pixels and encodes them 
into hidden representations.

- Can be a CNN, Transformer, or 
hybrid.

Decoder:

- Transformer decoder (commonly 
used in NLP-tasks).

- Generates one token at a time, 
conditioned on the preceding 
tokens and the encoded image 
representation. 

- Goal is to maximize the 
likelihood of tokens



Decoder’s Cross Attention Map

a) Input Image
b) 5x5 grid visualization of the decoder generating 25 new token predictions. 1 

row per object
c) Overlay of cross attention map with the input image, showing accuracy of 

predictions



Pix2Seq: How does it work?

● Objective/loss function: 
○ The model is trained to maximize the log likelihood of tokens conditioned on the image 

and the preceding tokens (with a softmax cross-entropy loss).



Objective/Loss function

Pix2Seq is driven by a maximum likelihood loss function that allows it to predict 
tokens given an image and preceding tokens

● Like how language models use it



Inference
To make inferences, the model samples tokens from the model likelihood function 
using a method called nucleus sampling.

● reduces duplication
● increases diversity in generated samples

Ablation: P=0 is arg max sampling, P>0 is nucleus sampling



Altered Inference

Technical challenge: Early on, Pix2Seq tended to generate the EOS token 
prematurely (before predicting all objects)

Solution: Sequence Augmentation

Implementation: Altered Inference- after extracting the bounding boxes and class 
labels from generated sequences, replace the “noise” class label with the real 
class label that has the highest likelihood.



Experimental Setup

To test Pix2Seq, it is evaluated on MS-COCO 2017 detection dataset 

● 118k training images 
● 5k validation images

To compare with DETR and Faster R-CNN, report average precision (AP)

Two training strategies: 

● training from scratch on COCO in order to compare fairly with the baselines
● Pretraining+finetuning

○ pretrain the Pix2Seq model on a larger object detection dataset called Objects365
○ finetune the model on COCO

Hypothesis: Pretraining+Finetuning will be superior since the Pix2Seq approach 
incorporates zero inductive bias / prior knowledge of the object detection task






