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Self-attention: Time and memory complexity is quadratic

O(w2h2) for w×h image

Cross-variance attention: “transposed” self-attention; operates among feature 
channels, not tokens

Linear to number of patches

XCiT transformer: builds on top of cross-variance attention

Motivation



Motivation

XCiT blocks for downstream tasks
- Classification
- Dense prediction



Deep vision transformers
- model with 48 layers using LayerScale
- residual blocks across layers and improves optimization
- separate patch features and feature aggregation for classification

Spatial structure in vision transformers
- transformer module for intra-patch structure
- LeViT: multi-stage architecture with reduced feature resolution
- convolution-based module for extracting patch descriptors

Related Work



Efficient attention - reduce quadratic complexity
- restrict self-attention to local window, stride, axis
- projection across the token dimension
- factorization of the softmax-attention kernel

Transformers for high-resolution images.
- pyramidal architecture
- pooling to reduce the resolution across the spatial and temporal dimensions 
- global tokens and local attention
- local attention with shifted windows

Related Work
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Block-diagonal cross-covariance attention

- divide features into h groups
- apply cross-covariance attention separate for each group

Architecture



Architecture

Two depthwise 3x3 convolutions



Architecture

Single Hidden Layer with 4d Hidden Units



Image Classification
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Image Classification – Self Supervised Learning
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Image Classification - Ablations
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Object Detection and Instance Segmentation
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Object Detection and Instance Segmentation



Semantic Segmentation
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▪ Eliminates need for expensive computation of quadratic attention maps
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▪ XCiT Models are built using cross-covariance attention as the core component

▪ Alternative to token self attention that operates on the feature dimension

▪ Eliminates need for expensive computation of quadratic attention maps

▪ XCiT exhibits strong image classification performance

▪ On par with state-of-the-art transformer models

▪ Robust to changing image resolutions

▪ XCiT acts as a very effective backbone for dense prediction tasks such as object detection, 
instance and semantic segmentation

▪ XCiT is a strong backbone for self-supervised learning



Thank You


