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Pretraining Datasets

● Task: text-to-video retrieval 

● Challenge: 
○ Available large scale video-text training datasets (e.g., HowTo100M) are noisy. 
○ Competitive performance is achieved only at scale through large amounts of compute.

● Main contributions of this paper:
○ An end-to-end trainable model designed to take advantage of both large-scale image and 

video captioning datasets
○ A new video-text pre-training dataset WebVid-2M, comprised of over two million videos with 

weak captions scraped from the internet.



Architecture Details
● Video Encoder

○ Patch embedding layer
■ 2D convolutional layer with N target patch of size P=16, and output channels d=768



Architecture Details
● Video Encoder

○ Learnable positional space and time embeddings
■ Positional space embedding: M * d, where M is max number of input video frames
■ Positional time embedding: N * d, where N is max number of patches of size P

○ [CLS] embedding: 1 * d, which is used to produce the final video embedding



Architecture Details
● Video Encoder

○ Space-time attention block
■ A stack of 12 space-time attention blocks



Architecture Details
● Text Encoder

○ Initialized as distilbert-base-uncased
● Linear Projection Layer

○ Projects text and video embeddings to a common space



Architecture Details
● Loss

○ Positive pairs: Matched text-video pairs in a batch 
○ Negative pairs: All other pairwise combinations in a batch

● Scalable to large scale retrieval at inference time 



Pretraining Datasets

● Video: WebVid2M
○ Manually generated captions

● Image: Google Conceptual Captions
○ ~3.3M image-text pairs

● Joint image-video training:
○ Alternating batches between the image and video datasets

● Weight initialization: 
○ Initialize the spatial attention weights with ViT weights trained on ImageNet-21k, 

and initialize the temporal attention weights to zero.
● Temporal curriculum training:

○ The space-time transformer allows a variable number of input video frames.
○ Initially training on fewer frames can drastically save computation



Effect of pretraining

1) trained from scratch
2) initialised with ImageNet weights, and then finetuned
3) initialised with ImageNet, and then pretrained on different visual-text datasets before 

finetuning

3)

2)
1)

Performance on MSR-VTT



● Our proposed method can achieve reasonable performance on downstream video data 
with a small number of text-image pairs pretraining alone.

● Increasing the number of pretraining pairs consistently improves downstream performance.

Performance on MSR-VTT

Pretraining sources extended



● Performing the temporal expansion at pretraining stage is better than at finetuning

⇒ indicates a within-dataset curriculum learning strategy

Effect of #frames and curriculum learning



● Curriculum can obtain similar or better performance with much less computational cost.

⇒ indicates a within-dataset curriculum learning strategy

× denotes the multiple of dataset epochs completed

Effect of #frames and curriculum learning



Results on MSR-VTT (text-to-video retrieval)

Comparison to the State of the Art



Results on MSVD Results on DiDeMo

Comparison to the State of the Art



Results on LSMDC Results on Flickr30K (Text-to-image retrieval)

Comparison to the State of the Art



Results on LSMDC Results on Flickr30K (Text-to-image retrieval)

Comparison to the State of the Art



Advantages of Frozen in Time 

1) Unified framework on visual information VS video-only

2) Collect WebVid2M dataset with clean caption VS train from noisy data

3) Inspiration for future works (case study of ICCV23 video-text retrieval papers)
a) MIL-NCE (1/7)
b) Image-text learning to video-text learning (7/7)

[1] UATVR: Uncertainty-Adaptive Text-Video Retrieval, Fang et al. ICCV23
[2] CLIP4Clip: An Empirical Study of CLIP for End to End Video Clip Retrieval, Luo et al.


