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Rebuttal



1. Simplicity

Ours: Theirs:

e Simple pipeline e Complicated
e Easily adapted to different tasks e Spatial adaptation, temporal

adaptation, ...



2. Faster training, lower cost

Ours: Theirs:
e Only optimises several prompt e Much more parameters to tune
vectors and two Transformer e Training cost more
layers

e Everything can be done with
one RTX 3090 GPU

Individuals can train easily

X56

Only for rich people



3. Image Backbone

Image backbone is not an issue but might be an advantage:

e Image data is much easier to get in real world than video
data.

e \ideo transformer model is data-hungry. Image model can
achieve a better performance in a lot of real-world
application with limited data.



4. Prompt Learning vs. Fine-tuning

Ours: Theirs:
e One unified powerful video e Fine-tune for specific
model in one day. application.
e Avideo GPT? e Limited impact.

e Hundreds of different models.
e Zero-shot?
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Comparison: AlM v.s. PromptCLIP

AIM &

© image model for visual tasks, flexiable to a
large number of visual models

& wow! reusing spatial layers as temporal
layers can work?!

© simple, efficient, and unified, more likely

to be a new foundation video modeling scheme

ds Better result but less input view,
less/similar parameter!

PromptCLIP €

BB image-language model for visual
tasks, need an extra text model

B3 everything logical and make sense,
but less excited

® A+B+C

® cool performance on a wide range
tasks



Comparison:

Table 2: Comparison to state-of-the-art on Kinetics-400. Views = #frames x #temporal x #spatial.

Methods

MVIT-B (Fan et al., 2021) - . . 64x3x3
UniFormer-B (Li et al., 2021) 3108 50 ; ‘ 32x4x3
TimeSformer-L (Bertasius et al., 2021) - 7140 ; : 64x1x3
ViViT-L/16 x2 FE (Arnab et al., 2021) - 3980 311 i ; 32x1x1
VideoSwin-L (Liu et al., 2022) - 7248 197 . : 32x4x3
MViTv2-L (312 1) (Li et al., 2022) - 42420 218 i /| 32x3x5
MTV-L (Yan etal., 2022) ) . 32x4x%x3
X R et 64x4x3
_ 16x5x1
ActionCLIP (Wang et al., 2021a) “LIP 33. 32x10x3
X-CLIP-L/14 (Ni et al., 2022) CLIP 7890 420 420 87. 1 97 6 8x4x3
EVL V1T-L/ 14 (Lin et al 2022 __CLIP__| 8088 368 87.3 32x3x1
A VI 963 8x3x1
AIM ViT-B ] g 16x3x1
AIM ViT-B/ 16 2428 97 32x3x1
AIM ViT-L/14 2802 341 8x3x1
AIM ViT-L/14 5604 341 16x3x1
AIM ViT-L/14 11208 341 32x3x1




Comparison:

For all the following action recognition experiments, we inherit the best prac-

Table 7: Effect of position of Adapters.
means adding Adapters every two blocks.

Position
Param (M)

Bottom 6 5.6

Top 6 5.6

Skip 5.6

All 11




