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Argument #1 One Model Rule Them All

● Less training time
● Reuse one model one multiple image segmentation tasks



Argument #2 Improve Training Efficiency

Memory requirement reduced by 3x

Balance computation with model performance, especially for small objects



Argument #3 Better Results

The Mask2Former outperforms SegFormer on both Cityscapes and ADE20K datasets. Particularly, it obtains a 6% mIOU 
gain on the latter, setting a new-state-of-the-art by 2021 without being computational burdensome.
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Arguments



Simple and lightweight design

● No widely-used tricks, such as auxiliary losses
● No positional encoding, so no interpolation when dealing with higher resolution 

images
● Lightweight decoder only has at most 3.3M parameters whereas theirs has ~20M

○ Our decoder only consist of MLP layers while theirs uses a transformer

vs



Can be used for latency-critical real-time applications

● Our B0 model achieves a high mIoU and high FPS with a much lower number 

of FLOPS and only 3.8M parameters

● Robust to common corruptions such as weather conditions



Comparable performance despite earlier publication

MiT-B4: 64.1M
M2F-Swin-S: 69M

MiT-B5: 84.7M
M2F-Swin-B: 107M



MiT-B3 performs 
better than 
Mask2-Swin-T with 
the same number of 
parameters


