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Motivation 

● Current CV is task-specific

● Goal: Multi-task visual representation with minimal tuning

● Challenges with Video Understanding:
○ Resource-intensive

○ Image-text misalignment

○ Composed of frame sequences

● IVL models like CLIP, ALIGN, FILIP excel in general-purpose learning

● IVL models learn from image-caption pairs similar to how video task involve pairing 

sequences with relevant descriptions 

● Solution:
○ Prompt-based learning for efficient video understanding

○ Adapt pre-trained CLIP for video tasks



Prompt-based learning for Efficient Video 
Modeling 

● Current Challenge:
○ Fine-tuning for each task is costly; don't want 100s of models.

● Our Solution:
○ Use CLIP-like general prompts for various tasks.

○ Optimize prompt vectors to match pre-training objectives, helping model generalize.

○ Employ lightweight transformers to encode temporal info from frame-wise features.

● Adaptation Tasks Covered:
○ Action recognition

○ Action localization

○ Text-to-video retrieval.



Model (I-VL)

- Review I-VL

- Describe proposed method



Model (I-VL -> CLIP)



Model(CLIP -> Video)

- Why?



Model (Model Adaption)



Model (Temporal Modeling)



Model(Downstream Tasks)



Model (Loss)

- action recognition & text-video retrieval

- action localisation

-  Overall NCE loss



Experiment Definition
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Experiment Tasks

Action Recognition

Text-video Retrieval

Action Localization



Experiment: Closed-set ablation



Experiment: Closed-set ablation



Experiment: Closed-set action recognition



Experiment: Few-shot action recognition



Experiment: Closed-set action localization



Experiment: Zero-shot action localisation



Experiment: text-video retrieval



I-VL Spec

x2

x16 x16

Transformer x2: 5 Million 

Prompt Vector x16 x2: 16k 


