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Background

● Previous ViT architecture uses 
attention and channel MLP 
layers with normalization

● The self-attention is quadratic 
to the number of tokens

● Another work replaced the 
self-attention with spatial MLP 
to achieve competitive results

● This step is referred to as the 
token mixer
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Motivation

● Success of transformers are often 
attributed to the self-attention token 
mixer

● However, the MetaFormer 
architecture is what is required for 
the competitive performance

● Using a very simple pooling token 
mixer, PoolFormer outperforms 
other models
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Motivation

● The MetaFormer architecture is a 
generalized form of a transformer

● The PoolFormer is a specific 
instance of the MetaFormer that 
uses simple pooling as the token 
mixer
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Methodology: Overview

● The pooling is made of 4 stages, with L total pooling blocks
● Pooling is a linear computational complexity algorithm
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Methodology: What is pooling?

● The formula for pooling with 3D data (T:,i,j) is:
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Methodology

● Multiple PoolFormer models are 
trained

● The hyperparameters are listed in 
the table

● Named “S” and “M” for small and 
medium embedding sizes

● L is the the number of pooling 
blocks
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Experimental Results
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ImageNet-1k Classification Results
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Accuracy vs Model Size
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COCO Object Detection Results
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ADE20K Semantic Segmentation Results
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Ablation Studies - Token Mixers
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Ablation Studies - Hybrid Stages
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Qualitative Results
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Conclusion

● Traditionally it is believed that attention is the key to success of the 
Transformers such as T2T-ViT, PVT, Swin, etc. 

○ Attention is all you need

● In this work, the authors introduced a general Transformer architecture named 
MetaFormer by abstracting the attention layers

○ MetaFormer with simple pooling instead of attention delivers competitive performance on 
different vision tasks

○ MetaFormer is actually what you need for vision
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Thanks

Any Questions?
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