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Introduction

● Video-centric multimodal instruction 
fine-tuning dataset 

● Video-centric multimodal dialogue 
system



Spatialtemperoal reasoning:



Event Localization:



Casual relationship inference



Related Work

● Large Language Model
(instruction-tuning)

● Vision Foundation Model



Related Work
LLM for Multimodal Understanding
Llava(image)



Framework



● VideoChat unifies video-related tasks into the formulation of multiple-round 

video question answering. 

● Tasks are defined by words in a live inference and no or a few instances are 

given for learning

● Treat an LLM as a universal video task decoder, turning video-related 

descriptions or embeddings into human-understandable text.

Framework



VideoChat-Text

● Convert visual data from videos into textual format
● Perception Models

○ Video Analysis: actions, objects, object annotations with positions and more
○ Pretrained T5 language model to refine their descriptions for improved clarity
○ Integrate the Whisper speech recognition model to capitalize on audio data within videos

● Prompt System



Video description with perception models



VideoChat-Embed

● Learnable Video-Language Token Interface (VLTF)
● Using cross-attention to compress the video tokens
● Tuned with video-text data 



VideoChat-Embed Training

● Freeze all parameter except GMHRA, queries and linear projection.

● Two stage training
○ Stage1: align the video encoder with LLM via large-scale video-text fine-tuning

○ Stage2: tune the system with two types of video instruction data. 

● Instruction Data
○ Detailed Video Descriptions: condense the provided video description into a video narrative 

employing GPT-4 (highlights the temporal aspects of the video by illustrating its progression 

over time)

○ Video Conversations: given video description, generate multi-round dialogues with three types 

of prompts concerning descriptive, temporal, and causal content for videos with ChatGPT



Prompts and Examples for detailed video descriptions. 



Prompts for Video Conversations



Examples for Video Conversations



Two-stage joint training 

● Image+Video instruction data

● Stage1: Alignment
○ Language models receive corresponding visual descriptions as answers.

● Stage2: Instruction tuning
○ Self-built video instruction data consists of 7K detailed video descriptions and 4K video 

conversations

○ Include temporal reasoning sampling information for video data: “The video contains T frames 

sampled at t0, t1, ..., tT seconds.”



Qualitative Analysis - Spatial Perception



Qualitative Analysis - Spatial Perception



Qualitative Analysis - Temporal Perception and Reasoning



Qualitative Analysis - Casual Inference



Qualitative Analysis - Temporal Perception and Reasoning



Comparison to Other Multimodal Dialogue Systems



Conclusion

● Pioneering investigation on multimodal dialogue system.

● Two settings:        VideoChat-Text &        VideoChat-Embed 

● Propose a video-centric instructional dataset.

● (7K detailed video descriptions and 4K video conversations)

● Only qualitative evaluations.


