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3D CNNs are very costly to train and deploy.

Motivation 



3D CNNs are very costly to train and deploy.

Motivation 

How can we make video models more efficient?



The authors conduct an empirical study of several 
different network architectures for video modeling.

Architecture Variants 



• A 2D ResNet. 

• Temporal information is stacked into a 
channel dimension. 

• Temporal information collapsed in the 
first convolutional layer.

R2D



• A frame-based 2D ResNet. 

• Frames are processed independently. 

• A spatiotemporal pooling layer at the 
end fuses the information extracted 
independently from each frame.

f-R2D



• A 3D ResNet built using 3D 
convolutional kernels. 

• Temporal information is preserved in 
every convolutional layer of the 
network. 

• Similar to C3D but with residual 
connections.

R3D



• A network that uses mixed 3D or 
2D convolutions. 

• MC3 uses 2D convolutions in the 
last 3 layers and 3D convolutions 
in the first 2 layers. 

• rMC3 uses 3D convolutions in the 
last 3 layers and 2D convolutions 
in the first 2 layers.

Mixed 3D-2D CNNs



• Uses factorized 3D convolutions, i.e., 
2D convolutions followed by 1D 
convolutions. 

• Decomposes spatial and temporal 
modeling aspects. 

• A more efficient approximation of 3D 
convolutions.

R(2+1)D



3D vs (2+1)D

a) 3D convolution b) (2+1)D convolution

• Comparison between 3D and (2+1)D convolutions.



Advantages of (2+1)D Convolutions

• Doubles the number of non-linearities, which increases 
the complexity of functions that can be represented. 

• (2+1)D convolutions generally lead to higher efficiency 
compared to 3D convolutions. 

• Forcing the 3D convolution into separate spatial and 
temporal components renders the optimization easier.



Easier Optimization

• (2+1)D CNNs are easier to optimize than 3D CNNs.



Comparison of Architectures



Accuracy vs Computational Cost



Results on Kinetics



Arguments for I3D



Dataset and Model Contribution

• In addition to proposing a new video model, the paper 
also introduces a new large-scale dataset.

a) I3D Model
b) Kinetics Dataset



Research Impact

• Arguably, the I3D paper had a larger impact on the 
video recognition community.



Better Results

• Even though I3D was one year older than R(2+1)D, it still 
achieved better results at the time of R(2+1)D publication.



Arguments for R(2+1)D



Accuracy-Efficiency Tradeoff

• R(2+1)D has a lot better accuracy-efficiency tradeoff 
than 3D CNNs (e.g., I3D).

R(2+1)D

R3D



Industry Impact

• R(2+1)D was pre-trained on 65M Instagram videos and 
deployed internally at Facebook for various use cases. 

• This includes flagging cases of violence, pornography, 
scams, objectionable content, etc.

* https://aifrontiers.com/2018/08/17/facebooks-next-ai-adventure-video-understanding/



Scalability

• Due to its efficient design, R(2+1)D is easier to scale to 
massive datasets (e.g., IG-65M) and larger model sizes.


