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Outlines

▪ Overview
▪ Motivation and Introduction
▪ Related work
▪ Methods
▪ Experiments and results

▪ Battle Part
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Motivation and Introduction
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http://sound-of-pixels.csail.mit.edu/ 

4

http://sound-of-pixels.csail.mit.edu/


UNC-CS

Related works
● Well explored

● Complex detection and tracking schemes [1, 2, 3, 4]

● Explicit modeling of motion to sound [5, 6, 7, 8]
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Method
MUSIC Dataset: (Multimodal Sources of Instrument Combinations)

● 685 untrimmed videos of 
musical solos and dutes

● 11 instrument categories

● average duration: 2 min
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Mix-and-Separate framework for Self-supervised Training

● Input:
○ Artificially create audio 

mixture (add together)
○ two video frames

● Output:
○ two estimated sounds

● Mask(for each T-F unit):
○ binary: whether the 

target sound is the 
dominant component 
in the mixed sound

○ ratio:ground truth mask 
of a video is calculated 
as the ratio of the 
magnitudes of the 
target sound and the 
mixed sound
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Method: Overview
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Video Analysis Network: 
Dilated ResNet

ResNet-18

What is dilated?

more modification will be in experiment part~

● Input: T*W*H*3 video frame

● output: k image channels

Standard Convolution (l=1) (Left) Dilated Convolution (l=2) (Right)
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Audio Analysis Network: (Input) 
Input audio–STFT→Sound spectrogram

A spectrogram is a figure which represents the 
spectrum of frequencies of a recorded audio over time.

Short Time Fourier Transform (STFT)

512 × 256 Time-Frequency (T-F) representation of the sound

log transformation
Input sound 
spectrogram

waveform sound
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Audio Analysis Network: U-Net ( task 
of semantic segmentation)

“shrink” the feature map->disgard detail information

Fully Convolutional Network
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Audio Analysis Network: U-Net ( task 
of semantic segmentation)

● Keep both detail and general 
information

● Input: Audio Spectrogram

● Output: K audio channels
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Experiments
Sound Separation:

Given two videos and the mixture of the two corresponding audios, separate the audios from the mixture.

 Visual Grounding of Sounds:

- Which pixels are making sounds?
- What sounds do these pixels make? 
- Is the sound coming from this pixel?
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Experiments
Sound Separation:

Given two videos and the mixture of the two corresponding 
audios, separate the audios from the mixture.
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Experiments
Visual Grounding of Sounds:

Which pixels are making sounds?

What sounds do these pixels make?

Is the sound coming from this pixel?
- Select 256 pixel positions (50% on instruments and 

50% on background objects)
- Generate sound from those pixels
- Ask Amazon AMT workers:  ‘Yes’ if they hear
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Thank you!


