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Motivation

• Collecting the large-scale tracking datasets often requires 
extensive effort that is impractical and expensive.



Related Work

• The key idea is to use unsupervised tracking methods to 
construct a good supervisory signal.

Wang et al. “Unsupervised Learning of Visual Representations using Videos”, ICCV 2015



Related Work

• Cycle-consistency in time is a suitable learning objective 
for learning good features to track objects.

Wang et al. “Learning Correspondence from the Cycle-consistency of Time”, CVPR 2019



Proposed Solution

• The model is forced to learn to colorize gray-scale videos by 
copying colors from a reference frame to the target frame.
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Learning to Point

• How is the pointer mechanism for finding 
correspondences across two frames implemented?

3 dimensional RGB color 
value for pixel i in the 
reference frame. 



Pixel-level Similarity

• As is standard similarity between pixels in reference and 
target frames is computed using normalized dot product.

Feature vector for pixel i in the 
reference frame. 

Feature vector for pixel 
j in the target frame. 



Loss Function

• The authors quantize the raw RGB color values across 
the dataset via k-means clustering (using 16 clusters). 

• Afterward, standard cross-entropy loss is used to 
optimize the network.



Experiments



• Video object segmentation Results on the DAVIS 2017 
validation set.

Video Object Segmentation



• Video object segmentation average performance versus 
time in the video.

Video Object Segmentation



Video Object Segmentation



• Evaluated on the JHMDB (a subset of HMDB) 
validation set. 

• A small scale dataset consisting of <10K videos of 
humans performing various actions.

Human Pose Tracking



Human Pose Tracking



Learned Embeddings



Contributions

• A clever colorization-based learning objective for 
learning a good representation to track objects. 

• A very simple, yet effective technical approach. 

• Convincingly outperforms simple baselines for this 
problem.
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Discussion Questions

• What happens if two objects in the video have the same 
color? 

• Why is color discretization needed during the loss 
function computation? 

• Supervised vs self-supervised?


