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Motivation

● Provide a more lightweight solution to semantic segmentation
○ Group together things that have a similar meaning
○ Objects of the same class share the same segmentation mask
○ Applications: autonomous navigation, medical imaging, satellite imagery

● Investigate how altering the encoder and decoder of a transformer 
architecture can affect its performance



Metrics

● FLOPs - floating point operations
○ Since Mask2Former and SegFormer both use Nvidia V100s, lower FLOPs → less 

computational overhead

● mIoU - mean intersection over union
○ Measures overlap between predicted segmentation mask and the ground truth mask

■ 0% → no overlap; 100% → perfect overlap
○ Averages intersection over union across all classes



Weaknesses of Prior Work

● Computationally demanding and inefficient
○ Complex decoders with high parameter counts
○ Cannot be deployed for real-time applications

● Only alter the design of the transformer encoder and neglect the 
decoder as an avenue for improved performance

● Positional encoding can lead to decreased performance when 
the testing resolution differs from the training resolution



Key Contributions

● Novel architectural components:
○ Hierarchical encoder that doesn’t rely on positional encoding
○ Lightweight all-MLP (Multilayer Perceptron) decoder design

■ Much smaller parameter count
○ Efficient self-attention with reduced computational complexity

● Model is robust to noise, blurs, weather effects, and digital 
corruptions like JPEG compression

● Small variant designed for real-time applications



Demo from NVIDIA

http://www.youtube.com/watch?v=t79E4gq4L-A&t=100


Methods



Methods: The Model

● Transformer encoder (MiT)
○ Multi-level features

● All-MLP decoder
○ Segmentation mask

@Jayden9912



Methods: The Encoder

● Hierarchical feature representation



Methods: Overlapped 
Patch Merging
● 4 × 4 patches from input image

○ K=7, S=4, P=3
● Downsample by 2 between 

transformer blocks
○ K=3, S=2, P=1



Methods: Efficient 
Self-Attention

● Use sequence reduction to reduce the length 
of Key (K) and Value (V) by a factor of R



Methods: Mix-FFN

● Use convolution to provide positional 
information instead of positional encoding

● Avoid interpolating PE which is bad

● Conv with zero-padding leak location 
information*

*Md Amirul Islam, Sen Jia, and Neil DB Bruce. How much position information do convolutional neural networks encode? arXiv, 2020



Methods: All-MLP Decoder

● Lightweight decoder that unifies the features 
from the encoder and produces the output



Results



Experimental Setup

Datasets: Cityscapes, ADE20K, and COCOStuff

Implementation details:

- 8 Tesla V100 
- Encoder is pretrained on the Imagenet-1K dataset
- Decoder is initially randomized 
- Models are trained using AdamW optimizer
- The learning rate was set to an initial value of 0.00006
- “Poly” LR schedule with factor 1.0

Cityscapes

ADE20k

COCO-Stuff



Ablation Studies



Influence of the size of 
model

- Increasing the size of the encoder 
yields consistent mIoU 
improvements

- Lower parameter count and 
higher FPS compared to prior 
work



Influence of C, the MLP decoder channel dimension

- C = 256 provides a very 

competitive performance and 

computational cost.

- Bigger C leads to larger 

and less efficient models.



Mix-FFN vs. Positional Encoder (PE)

- Mix-FFN outperforms

positional encoding

- Mix-FFN is less sensitive

to differences in the test resolution



Effective receptive field evaluation

- Coupling proposed Transformer

 encoder with the MLP decoder

 leads to the best performance



Comparison to state of the art methods



on ADE20K and Cityscapes





- SegFormer-B5 reaches
46.7% mIoU with only 84.7M 
parameters, which is 0.9%
better and 4  smaller than 
SETR.

- Pre-training on Mapillary 
Vistas and Imagenet-1k 
produces new 
state-of-the-art result of 
83.1% mIoU



Robustness to natural corruptions



Summary

● Simple, efficient and effective design

● Positional-encoding-free hierarchical 
encoder captures high-resolution fine 
features and low-resolution coarse 
features

● Lightweight All-MLP decoder



Arguments



Simple and lightweight design

● No widely-used tricks, such as auxiliary losses
● No positional encoding, so no interpolation when dealing with higher resolution 

images
● Lightweight decoder only has at most 3.3M parameters whereas theirs has ~20M

○ Our decoder only consist of MLP layers while theirs uses a transformer

vs



Can be used for latency-critical real-time applications

● Our B0 model achieves a high mIoU and high FPS with a much lower number 

of FLOPS and only 3.8M parameters

● Robust to common corruptions such as weather conditions



Comparable performance despite earlier publication

MiT-B4: 64.1M
M2F-Swin-S: 69M

MiT-B5: 84.7M
M2F-Swin-B: 107M



MiT-B3 performs 
better than 
Mask2-Swin-T with 
the same number of 
parameters


