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Arguments



Significant Research Impact

● DETR has a simple pipeline having a ResNet and a transformer with just a 
few hundred lines

○ Hence, many people from academia and industry are using this DETR in practice.   



Technical Novelties

● DETR solves the object detection problem by introducing a new set-based 
bipartite matching loss function

○ In contrast, Pix2Seq solves the same problem by using some existing techniques

● DETR can be easily extended to produce panoptic segmentation. The results 
are shown in their paper.

○ In contrast, the authors of Pix2Seq claimed to have some sorts of extensibility. However, they 
did not provide any empirical evidences of such extensions.   



● Pix2Seq does not significantly outperform the DETR in terms of average 
precision, i.e, it has only 0.2% improvement (after two years)

● In addition, the efficiency of Pix2Seq is not evaluated against DETR in terms 
of a tangible metrics such as frames per second    

Empirical Evidences
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Argument #1: Technical Contributions

● Proposes a novel idea to reformulate CV tasks to seq2seq

● Proves the potential of language models in CV

● Introduces new techniques to combat overfitting

○ Sequence augmentation, 

● All-purpose model for CV tasks



Argument #2: Training Advantage

● Outperforms DETR/state of the art models on smaller objects
● Remains competitive in medium and larger objects
● Meanwhile, in the DETR paper:

○ “This modification increases the resolution by a factor of two, thus improving 
performance for small objects, at the cost of a 16x higher cost in the 
self-attentions of the encoder, leading to an overall 2x increase in 
computational cost”

● Dynamic allocation and computing
● Even more room for improvement with pre-training and fine tuning

Image Size Components GFLOPs(Pix2Seq) GFLOPs(DETR)

640x640 ResNet 36.12 36.9

1333x1333 ResNet 166.2 167.8



Argument #2: Figures

“Pix2Seq achieves competitive AP results compared to existing systems that require specialization during model 
design, while being significantly simpler.”

(Google Research Blog, Pix2Seq: A New Language Interface for Object Detection )

https://blog.research.google/2022/04/pix2seq-new-language-interface-for.html


Argument #2: Example

Pix2Seq outperforms DETR at 
labeling in complex and densely 
populated scenes with overlaps



Argument #3: Simplicity

Compared to the DETR model, the Pix2Seq framework is:

● easier to reproduce
● more versatile
● more accessible 

Pix2Seq
● Task agnostic
● Lighter model
● All purpose model for CV 

different tasks.

DETR
● Highly customized for task
● Extra-long training schedule
● Additional loss functions
● Designed for object detection 

only
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