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Motivation



Visual Queries

● Textual question about an image
● Requires both visual understanding and reasoning
● Example: "How many muffins can each kid have 

for it to be fair?"
1. Find the muffins and children in image
2. Count how many there are
3. Determine the muffins should be divided

● Inherently compositional problems



Current Approaches

● End-to-end models
○ Black box results
○ Must perform all tasks in a single pass
○ Loses advantages of specialized models
○ Computers can do math without machine learning
○ Requires training of entire model

● Can we take advantage of composing individual models to solve a larger 
task?



Method



Architecture

ViperGPT: "A framework that leverages 
code-generation models to compose 
vision-and-language models into subroutines"

Query
"How many muffins can each 

kid have for it to be fair?"

Visual Input ViperGPT Result
"4"

● Main idea: break complex task 
into modular sub-tasks

● Use specialized models to solve 
each sub-task via API calls



Architecture

API 
Specification

Code LLM Generated 
Code

Python 
Interpreter

Query Visual Input

Result

ViperGPT

● Main idea: break complex task 
into modular sub-tasks

● Use specialized models to solve 
each sub-task via API calls



API

● Defines functions available to the code 
generation model

● Each function performs a specific task
○ Typically implemented with a 

specialized model
● Examples: find(), exists(), 

verify_property(), simple_query()
● Only definition and docstring given to 

code LLM
○ Enables abstraction from 

implementation details
○ Improved modularity



Pretrained Models Used

Model Task Example API call

GLIP Object detection find("drink"), exists("boy")

X-VLM Text-image similarity verify_property("bookcase", "wood")

MiDaS Depth estimation pizza.compute_depth()

GPT-3 External knowledge llm_query("Who is the founder of {car_brand}?")

BLIP-2 Simple visual queries simple_query("What toy is this?")



Code Generation

● Given input query and API, create Python 
program to complete task

● Codex from OpenAI
● Trained on natural language and internet 

Python code



Generated Code Sample



Generated Code Sample



Experiments



Experimental Setup

● Select four tasks for evaluation
○ Visual grounding
○ Compositional image question 

answering
○ External knowledge-dependent image 

question answering
○ Video causal and temporal reasoning

● Datasets
○ GQA - Composition
○ OK-VQA - External Knowledge
○ NExT-QA - Visual Reasoning for videos

“We believe that the evident strength of 
this approach may not be adequately 

explored by existing benchmarks”



GQA



GQA



OK-VQA



OK-VQA



NExT-QA



NExT-QA



Examples of Logic and Math 

https://docs.google.com/file/d/1yEl-I_1hyJagQbqgxTgEcYKgLt8xFo8P/preview
https://docs.google.com/file/d/1vzBhjVkncGjnJXRDJcEM_ZUMmBiTWtk1/preview


Related Works



PAL: Program-aided Language Models

● Gao, Madaan, Zhou et al.

● Published Nov. 2022(4 months before)

● Proposed code generation for logical reasoning

● Excludes vision component



VisProg: Compositional visual reasoning 
without training

● Gupta et al.

● Published Nov. 2022(4 months before)

● Covers a wide range of image tasks, not just QA

● Does not generate actual code, just pseudocode



VideoAgent/LLoVi

● Wang and Zhang et al. | Zhang and Lu et al.

● Published Feb., Mar. 2024(11,12 months after)

● No code generation

● Similar in terms of combining VLM + LLM

● Outperforms ViperGPT, current SOTAs

● Excels at long-range understanding



Our Thoughts



Strengths

● Modularity, adoptable to tasks and future improvements

● No need to train

● Good at generalization

● Foundational model

● Transparency, easier to benchmark performance



Weaknesses

● Model

○ Re-uses existing models

○ Reliant on API access

○ Longer runtime due to larger modules?

○ Perhaps not as big of impact as expected?

● Paper

○ Experimental section did not measure computing costs/inference time

○ Lack of ablations



Questions


