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Background

● LLMs (e.g., ChatGPT) become powerful 
chatbots using instruction tuning 

○ Text-only models
● LMMs (e.g, GPT-4V) extend LLM 

capabilities to many modalities
○ Images, videos, etc.
○ Can solve tasks across many domains

● Problem: more modalities + more data = 
complex models

GPT-3.5
Text In
Text Out

+

GPT-4V
Text + Images In
Text + Images Out*
*With DallEs

Vision



Motivation

● Previous Models
○ Used pre-trained LLMs
○ Multiple models
○ Lack generative capabilities
○ Closed source
○ Complex

● Unified Backbone
○ Leverage data redundancies
○ Learn shared representations
○ Create an anything in, anything out 

assistant

Unified-IO is robust to many 
tasks and modalities



Overview

● UNIFIED-IO 2 processes all modalities with a single, unified encoder-decoder 
transformer



Unified Task Representation
Encode Generate

Text, Sparse 
Structures, and 
Action

Text: the byte-pair encoding (LLaMA)

Sparse Structures: 1000 special tokens

Robotic Action: text commands + 
special tokens 

the byte-pair decoder

Images and 
Dense 
Structures

a pre-trained ViT (feature from the 
second and second-to-last layers) + a 
linear layer

VQ-GAN model with 8 × 8 patch size that 
encodes a 256 × 256 image into 1024 tokens 
with a codebook size of 16512

Audio spectrogram -> a pre-trained Audio 
Spectrogram Transformer (AST) + a 
linear layer

ViT-VQGAN with 8 × 8 patch size that 
encodes a 256 × 128 spectrogram into 512 
tokens with a codebook size of 8196

Image and 
Audio History

the ViT/AST + a perceiver resampler /



Unstable Training 

● Using a standard implementation following UNIFIED-IO leads to increasingly 
unstable training as we integrate additional modalities.



Architectural Modifications

● 2D Rotary Embedding
● QK Normalization
● Scaled Cosine Attention

○ perceiver resampler



Training Objective

● Multimodal Mixture of Denoisers
○ Text

■ [R] – standard span corruption
■ [S] – causal language modeling
■ [X] – extreme span corruption

○ Image & Audio
■ [R] – masked denoising where x% of the input is masked and requires re-construction
■ [S] – generate the target modality conditioned only on other input modalities.



Training Objective

● Issue: information leak
● Autoregressive with Dynamic Masking

○ Mask the token in the decoder except when 
predicting that token



Efficient Implementation

● Issue: Heavily multimodal data -> highly variable sequence lengths 
● Solution: Packing

○ Tokens of multiple examples are packed into a single sequence
○ The attentions are masked to prevent cross-attending between examples

● Optimizer: Adafactor



Multimodal Data



Experimental Results

● Pre-Training Benchmarks
○ Weak performance on language 

modeling tasks
○ Strong performance on text-to-image / 

text-to-audio generation
● GRIT: Sparse + Dense Pixel 

Prediction
○ New SOTA
○ Unified-IO 2 is a powerful, 

general-purpose model for  
language-image taks

Zero-shot pre-training benchmarks.



Qualitative Results
https://unified-io-2.allenai.org/

https://unified-io-2.allenai.org/


Natural Language

“Give me a recipe for 
scrambled eggs.”

User Model
“Scrambled eggs are a delicious 
and easy-to-make breakfast or 
brunch dish. Here is a simple 
recipe for scrambled eggs:

Ingredients:

    - 2 large eggs…”



Image Generation

“A picture of a dog 
posing happily at 
landmarks on a trip to 
New York..”

User Model



Audio Generation

“Speak: Printing, then, for 
our purpose, may be 
considered as the art of 
making books by means of 
movable types.”

User Model



Audio Generation

“What is the 
sound of this 
instrument?”

User Model



Video Understanding

“What is the 
robot doing?”

User Model
“Move the orange 
object from the 
table to the 
toaster oven.”



Image Dense Labeling

“Compute the surface normals 
for this image by encoding the 
orientation of each pixel into 
an image. Please use red for 
z orientation, green for y 
orientation.”

User Model



Embodied AI & 3D

“Sweep all 

User Model
into 

without exceeding ”



And much, 
much more!



Questions?


