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Arguments for DeiT



Research Impact

• Arguably, the DeiT paper had a larger impact on the 
visual recognition community than the T2T-ViT paper.



Empirical Insights
• The paper presents many thorough empirical studies, valuable 

for advancing the state-of-the-art in vision transformers. 



The best DeiT-B model outperforms 
the best ViT-B model (even if the ViT 
is pretrained on the massive JFT 
dataset).

Very Strong Results



Arguments for T2T-ViT



• T2T systematically identifies two major problems of ViTs 
and proposes an elegant architectural solution to fix them.

A More Elegant Solution

a) Elegant solution of T2T-ViT b) Brute force solution of DeiT



• Compared to DeiT, T2T achieves higher accuracy without 
large CNN models as teachers to enhance the ViT.

Better Results



• Compared to ResNets or ViTs, T2T achieves much 
better results for the same or even lower computational 
complexity.

Impressive Accuracy vs Cost Tradeoff


