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ViT vs CNN

● ViT captures global dependencies (self-attention) while CNN 
appreciate locality. 
○ ViT has weaker inductive bias than CNN

● When train on mid-sized dataset, ResNet-like architectures 
perform better; however, ViT approached or surpassed the 
SOTA models’ performance with larger dataset
○ Computational demands can limit ViT efficiency in limited resources



Motivation

● ViT fails to process high-resolution image without having its 
computational complexity scales to quadratic of image size 
(global self-attention)
○ Standard ViT produces feature maps of a single low resolution
○ Tasks like semantic segmentation requires dense prediction at 

pixel level
● We want to expand the applicability of Transformer to serve as a 

general purpose backbone for computer vision



Question

How can we improve efficiency and greater 
accuracy with Transformer-based model ? 

● Efficiency - lower computational complexity
● Accuracy - higher resolution, dense prediction



Swin Transformer Architecture



Swin Transformer Architecture

Key techniques : 

● Patch Merging
● Shifted Window Based Self Attention 

○ Window based self-attention
○ Shifted window partitioning



Patch Merging

● To produce hierarchical feature 
maps 

● Patch merging operation downsamples 
the input by a factor of n by grouping 
nxn patches and concatenating the 
patches depth-wise.

● H x W x C to (H/n) x (W/n) x (n²*C)
● Lastly, apply a linear embedding layer 

to reduce dimension
○ (H/n) x (W/n) x (n*C)

C is the channel number of 
the hidden layers



Patch merging operation 
downsamples the input by a 
factor of n by grouping nxn 
patches and concatenating 
the patches depth-wise.

a ‘patch’ refers to the smallest unit in 
a feature map.

Source : 
https://towardsdatascience.com/a-comprehensive-guide-to-swin
-transformer-64965f89d14c

https://towardsdatascience.com/a-comprehensive-guide-to-swin-transformer-64965f89d14c
https://towardsdatascience.com/a-comprehensive-guide-to-swin-transformer-64965f89d14c


Swin Transformer Block

● Replaces standard 
multi-head self-attention 
module in ViT with W-MSA 
and SW-MSA 

● W : window ; SW : shifted 
window



Window based self attention

● Multi self-attention (MSA) in 
standard ViT performs global 
self-attention

● Attention for each patch is 
computed against all patches 

● Results in quadratic 
computation complexity wrt 
image size → not suitable for 
high resolution image



Window-based self-attention (W-MSA)

● Self-attention is computed 
within local window 

● Windows partitions the image 
and are non-overlapping

● Fixed window size therefore 
linear computational 
complexity

Right : An image is partitioned into 4 windows 
(red), each window has 2x2 patches 
(“window size”)  



Shifted Window Partitioning

● W-MSA is efficient but limits the 
modelling power of the network

● Shifted Window MSA (SW-MSA) 
introduce cross-window 
connections

● Displace the window by a factor 
of M/2 pixels (M is window size) 
towards the bottom right direction



Cyclic Shift

● Shift results in “isolated” patches and incomplete windows 
● Cyclic shift propose a more efficient batch computation 
● A batched window consists of non-adjacent sub-windows in the original feature map
● Masking mechanism is employed to limit self-attention to within each sub-window



Image Classification on ImageNet-1K

a) trained on ImageNet-1K for 300 
epochs
b) pre-trained on ImageNet-22K (22K 
classes) for 90 epochs then fine-tuned on 
ImageNet-1K for 30 epochs



Object Detection on COCO 2017

a) Swin-T brings consistent +3.4∼4.2 box 
AP gains over ResNet-50, with slightly 
larger model size, FLOPs and latency

b) Swin achieves significant gains over 
other backbones which has similar model 
size, FLOPs and latency.



Object Detection on COCO 2017

c) The best Swin model achieves 58.7 
box AP and 51.1 mask AP on COCO 
test-dev, surpassing the previous best 
results by +2.7 box AP (Copy-paste 
without external data) and +2.6 mask 
AP (DetectoRS).



Semantic Segmentation on ADE20K

Swin-S is +5.3 mIoU higher than 
DeiT-S with similar computation cost. It 
is also +4.4 mIoU higher than 
ResNet-101, and +2.4 mIoU higher 
than ResNeSt-101. 

Swin-L model with ImageNet-22K 
pre-training achieves 53.5 mIoU on the 
val set, surpassing the previous best 
model by +3.2 mIoU (50.3 mIoU by 
SETR which has a larger model size).



Ablation Study

Swin-T with the shifted 
window partitioning 
outperforms the counterpart 
built on a single window 
partitioning

Swin-T with relative position 
bias outperforms out 
counterparts Relative position bias:



Ablation Study

Shifted window attention is faster 
than sliding window attention and 
Performer (which is one of the 
fastest Transformer architectures) 
while having similar performance



Summary

● Novelty. The Shifted Window Self Attention mechanism introduces linear 
computational complexity in ViT using local window while keeping the global 
representation of the image with cross-window connections. 

● Scalable. The author modifies the self-attention mechanism on ViT instead of 
CNN architecture, Swin Transformer achieves the goal of a general purpose 
backbone for CV. 

● Fair comparison. The authors are trying their best to make fair comparisons 
by comparing models with similar sizes and FLOPs.

● Speed-accuracy trade off. Comparing to previous state-of-the-art, Swin 
Transformer achieves better accuracy with similar speed on multiple tasks. 
Comparing to sliding window attention, shifted window attention maintains 
similar performance while being significantly faster.
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